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a b s t r a c t

An approach for collapse risk assessment is proposed to evaluate the vulnerability of electric cabinet in
nuclear power plants. The lognormal approaches, namely maximum likelihood estimation and linear
regression, are introduced to establish the fragility curves. These two fragility analyses are applied for the
numerical models of cabinets considering various boundary conditions, which are expressed by repre-
senting restrained and anchored models at the base. The models have been built and verified using the
system identification (SI) technique. The fundamental frequency of the electric cabinet is sensitive
because of many attached devices. To bypass this complex problem, the average spectral acceleration
ðSaÞ in the range of period that cover the first mode period is chosen as an intensity measure on the
fragility function. The nonlinear time history analyses for cabinet are conducted using a suite of 40
ground motions. The obtained curves with different approaches are compared, and the variability of risk
assessment is evaluated for restrained and anchored models. The fragility curves obtained for anchored
model are found to be closer each other, compared to the fragility curves for restrained model. It is also
found that the support boundary conditions played a significant role in acceleration response of cabinet.
© 2018 Korean Nuclear Society, Published by Elsevier Korea LLC. This is an open access article under the

CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Electric cabinet is one of the most popular components in the
nuclear industry, which contains many power distribution systems
such as electric switchboard, control transformer, or control circuit
fuse, etc. Thus, the evaluation of seismic vulnerability for either this
equipment [1] or nuclear power plants (NPPs) [2] should be
considered carefully. In order to assess the seismic damage of
electric cabinet with its devices, fragility analysis is a useful method
[3,4]. Fragility curve estimates the probability of structural damage
due to earthquakes as a function of an intensive measure of the
ground motion.

Over the past decades, many significant researches for fragility
analysis have been carried out, which are used for different aims
such as collapse risk assessment [5,6], design checking [7] or
assessing potential effects and risks, including functional and loss
in economic and lives [8,9], etc. The fragility curves can be
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generated based on the following methods: (i) expert-based or
judgmental, (ii) empirical, (iii) analytical, and (iv) hybrid methods.
Each method has the pros and cons which was presented in the
work of Billah and Alam [10]. In the present study, the lognormal
cumulative distribution function is used as a typical approach for
conducting fragility analysis [3,11]. The parameters of median and
the standard deviation (denoted as q and b, respectively) are
determined either by maximum likelihood estimation [12,13] or by
fitting a linear regression-based probabilistic model [14,15].

One of the challenges for the seismic fragility analysis is the
selection of a groundmotion intensity measure (IM). Commonly, in
PBEE, the peak ground motion (PGA) [9] and the spectral acceler-
ation at the first period ðSaðT1ÞÞ [16], or the spectral displacement
ðSdÞ are selected as IMs. Other IMs such as peak ground displace-
ment (PGD) and peak ground velocity (PGV) can be chosen also.
However, one of the requirements for selecting IM is to avoid the
large dispersion in the response. Because many devices are
installed inside the cabinet, the fundamental frequency of com-
ponents are sensitive to their response. For example, the sensitivity
of acceleration response depends on the locations of circuit brea-
kers or fusible switches, while the displacement at the top of the
equipment is controlled by conduits connection. To solve this
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complex problem, many researchers have been suggested using the
average spectral acceleration ðSaÞ in the range of period [17,18].
Eads et al. [19] used Sa as an IM for collapse risk assessment of 700
moment-resting frame and shear wall structures of various height
level to compare the efficiency and sufficiency of IMs.

To construct the fragility curves, finite elementmodels (FEMs) of
cabinet were built in SAP2000. These models considering the ef-
fects of various boundary conditions, namely restrained and
anchored model, which were applied to perform the nonlinear
behaviors of the structure [20e22]. The models have been verified
using the system identification (SI) technique. This is a process for
developing and updating model of structure rely on the input and
output experimental data [23,24]. It can also be used to “realize”
the mathematical dynamic model that can predict the measured
output data from the measured input excitation. In addition, SI
refers to process for estimating the dynamic properties of a struc-
tural system from its measured data and in this case is the cabinet
of nuclear power plant. In this study, the response surface meth-
odology (RSM) [25], which is used popular as a tool in order to
optimize the FEmodel has been applied [26]. The central composite
design (CCD) based on RSM has been used to design the sample of
the experiment considering input parameters. CDD contains an
embedded factorial or fractional factorial design with center points
augmented with a group of 'star points' that allow estimation of
curvature. The design sample is employed to compare the output
natural frequency and three-dimensional (3D) FEM mode shape of
cabinet with measured results. Result in, the model is optimized by
CCD provides adequate accuracy and computational efficiency for
identifying the physical condition of the structure.

In this paper, fragility curves based on the lognormal shape are
introduced for cabinet and the Sa is proposed as a practical and
efficient IM for estimating the collapse of cabinet. The effects of
various support boundary conditions including restrained and
nonlinear anchored are also investigated. A process of risk assess-
ment, shown in Fig. 1, was established to evaluate the vulnerability
Fig. 1. Procedure of risk assessment in this study.
of electric cabinet in nuclear power plants. Results in, collapse risk
assessment show better agreement in anchored model than
restrained model.
2. Numerical model of cabinet

2.1. Specification of electric cabinet

This research uses a prototype of electric cabinet (Fig. 2(a)) that
its parameters are provided INNOSE Tech Company in Korea. The
dimensions of cabinet are 800 � 800 � 2100 (mm � mm � mm)
and its weight is 287 kg, while the door's weight is 43.6 kg for each
one. The main sections of frames are rectangular and C-shape that
are used for the main-frame and sub-frame of structure. The shape
of frame sections and their parameters are displayed in Fig. 2(c).
The thickness of steel panels is 2.3 mm. All frame and plate
members are assigned the SS400 steel with 200 GPa of modulus of
elastic, the density ðrÞ and Poisson's ratio ðnÞ are 7850 kg/m3 and
0.3, respectively. Welding is used to connect the frame with the
plates in the prototype of electric cabinet. To investigate the dy-
namic characteristic of the cabinet, the experiment vibration test is
conducted for the cabinet, which is mounted on a shaking. The
modal parameters are derived from the shaking table test using the
frequency domain decomposition (FDD) [27] method as given in
Table 1.

The FEM of cabinet are generated using SAP2000, as shown in
Fig. 2(b). The models are built using the frame and shell elements.
In order to get accurately model, the model should be composed
closely with the real behavior of cabinet. Therefore, the connections
between the plates and frame are simulated as rigid link element.
The hinge between door and frame are also considered to be fixed
at five degrees of freedom, only the rotation around the hinge axis
is released. For the support boundary condition, the fully fixed
connection is assigned at the base of cabinet. Through the modal
analyses, the natural frequencies from the FEM are evaluated and
compared with the experiment results, as shown in Table 1. Based
on the results, the frequencies might have been reasonable because
they have a good agreement each other. This model will be opti-
mized using the SI technique that is explained in Section 3.
2.2. Numerical models for nonlinear support boundary condition

The support boundary conditions for switchboard cabinets
examined by previous section are assumed fully fixed at the base.
However, the bolt connection presents themost common boundary
condition in the practice, leading to rocking behavior during exci-
tations. Therefore, to get enhanced understanding the dynamic
characteristics of the cabinet with various boundary conditions, the
anchored model considering the stiffness of connection is pro-
posed. A total of eight links represented for eight bolts (two points
at the left and right sides, and six points at front and back sides) is
installed at the base of cabinet. The bolt connections are considered
as a link at the base of the structure. When the base of the cabinet is
anchored to the floor, the nonlinear behaviors the between cabinet
and the support boundary may occur during the earthquake
excitation.

Linear force-deformation relationship of connections is imple-
mented for the FEM model. The characteristic of these connections
depend on the various parameters such as the size of bolt and
washer, the size and thickness of member. Therefore, the nonlinear
properties of this connection can be calculated. The stiffness of
anchor bolt is calculated based on a simplified pressure-cone
method as presented by Shigley [28]. The initial stiffness of the
bolt 495.1 � 103 kN/m is applied for link elements.



Fig. 2. Model of electric cabinet.

Table 1
The natural frequencies of cabinet (Hz).

Mode Shape Mode Test FEM

Front-Back 1 14.75 14.36
2 25.87 23.58

Side-Side 1 16.63 14.64
2 44.75 43.77
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3. System identification of cabinet

3.1. Methodology for system identification

The response surface methodology (RSM) is a collection of sta-
tistical and mathematical models which are convenient for
modelling, analyzing, optimization and building empirical model
[29]. Summary of stages for optimization by RSM approach in this
work are displayed in Fig. 3. The process is divided into five stages:
(1) selection of output response and input factors, (2) chosen the
design strategy, (3) execution the obtained results, (4) fitting the
model and (5) verification of the model based on the optimal
conditions.

Rely on a series of tests, called runs, RSM investigates the rela-
tionship between the several explanatory variables ðxÞ and one or
Fig. 3. Flowchart of op
more response variables ðbÞ of structure.

b ¼ f ða1; a2; … anÞ þ u (1)

where u describe the noise and error observed (offset term) in the
response b and f ða1; a2; … anÞ represents the response of structure
due to the sets of input variables. By using design of experiments,
the optimization of response (output variables) will be obtained
from several independent variables (input variables). There are two
equations commonly used to describe the magnitude of the co-
efficients including linear and polynomial equation which are as
follows:

First order liner equation:

b ¼ b0 þ
Xn
i¼1

biai þ
Xn
i;j¼1

bijaiaj þ u (2)

Second order polynomial equation:

b ¼ b0 þ
Xn
i¼1

biai þ
Xn
i¼1

bia
2
i þ

Xn
i;j¼1

bijaiaj þ u (3)

where b is the predicted response; b0; bi and bij are the estimated
partial regression coefficient of noise, ai is the coded factor
timization in RSM.



Table 3
The analysis points and corresponding structural responses.

Run order Pt Type Analysis point Structural
responses

E r NF1;FB NF1;SS

1 1 200000 7850 13.94 14.62
2 1 245000 7860 15.42 16.18
3 1 245000 7850 15.43 16.19
4 0 222500 7855 14.69 15.42
5 �1 222500 7847.93 14.70 15.43
6 �1 222500 7862.073 14.69 15.41
7 �1 190680.19 7855 13.60 14.28
8 �1 254319.81 7855 15.71 16.49
9 1 200000 7860 13.93 14.62
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ði; j ¼ 1;2;3…; nÞ and u is the offset term. The polynomial
equation can be extended to higher order, but in general for solving
engineering problem second order is adequate. In this paper, CCD is
used for identifying the structural parameters.

The central composite design (CCD) is a tool of design experi-
ment for optimization of response (output variables) [30]. The CCD
can be effective to predict the output by using the first order and
second order polynomial equation relying on central and axial
points with factorial design. The total number of experiments are
created by using CCD computed by the following equation:

S ¼ 2n þ 2nþ cp (4)

where n is the number of factor and cp is the number of center-
point, in this case: The number of experiments is S ¼ 22 þ 2� 2þ
1 ¼ 9 .
3.2. RSM based identification results

It is apparently undeniable that first three vibration modes
typically constitute the major contribution of the dynamic re-
sponses of the structure. Around 80% structural mass of the entire
cabinet supported structure is governed by the first three modes.
Considering the natural frequency of cabinet following x and y
direction, therefore, the first and third mode have been considered
to control under random vibration. Moreover, to enhance the exact
behaviors of cabinet, the optimization based on response surface
methodology (RSM) has been applied.

For this purpose, an experiment has been proceed based on RSM
coupled with CCD to investigate the factors affecting responses of
cabinet. Natural frequency amplitude of 1st front-back ðNF1;FBÞ and
1st side-side ðNF1;SSÞ mode has been counted as a structural
response. This structural response has been considered as an
objective function, where Young's modulus and the density have
been taken as an independent variable for the cabinet. The objec-
tive function illustrates in Eq. (5).

Fk ¼ ðNFkÞ (5)

Where NFk; k ¼ 1; 3 is the natural frequency of cabinet at mode k.
For optimizing the natural frequency from the analysis of design
experiment value, Young's modulus and density have been used as
design variables of cabinet and structural analysis has been
executed to get the structural response.

The sets of experiments have 9 experimental points composed
of 4 factorial points, 4 axial points and 1 center point which have
been created randomly with given interest region of Young's
modulus and the density [31]. The interest region of variables is
shown in Table 2.

Table 3 describes either the analysis point and structural re-
sponses corresponding to these parameters or the sets of input
parameters and output responses used for obtaining the response
surface model. The Young's modulus ðEÞ and density ðrÞ indicate
that the analysis point and natural frequency of the NF1;FB and
NF1;SS are the corresponding structural responses.

In order to estimate the structure response, model equations are
developed by design matrix including the quadratic term. Rely on
Table 2
Experiment regions.

Factor Interest region

Low Center High

Young's modulus (MPa) 200000 222500 245000
Density (kg/m3) 7850 7855 7860
the multiple linear regression, the variable coefficients have been
obtained b ¼ P � c, where b is the predicted response, P is the
product of the design matrix, and c is the corresponding coefficient.
Through the coefficients, it is possible to know the characteristic of
various factors influencing the response of various models. In
addition, the second order polynomial equation including different
combination factors help to visualize the output response which is
illustrated in Table 4.

For easily understanding, a surface plot function has been
applied to show 3D view of response due to changing combination
of factors. Fig. 4 portrays the structural response plotted along with
the two factors of steelmaterial. Response optimizer function based
on RSM has been used to optimize structural performances. For
optimization cases of cabinet parameters, the natural frequency
values have been targeted to minimize. The optimization mainly
based on the target value set up to find out the enrich results. The
final optimal Young's modulus and density r for material are
224.391 GPa and 7857.5 kg/m3, and the value of natural frequency
after using optimal parameters are listed in Table 5.

4. Risk assessment using the average spectral acceleration

The flowchart in Fig. 5 shows the analysis strategy of risk
assessment procedure in this work. More details of the key com-
ponents are given in the following processes. Initially, the suite of
ground motion was chosen and applied in the nonlinear time his-
tory analysis for optimized models. Details of selected earthquake
records are provided in Table 6 and the optimized models have
been conducted in the previous chapter. The simulations were
carried out on the cabinets in the two orthogonal horizontal di-
rections. The next stage explains the choice of parameters for
developing the fragility curves including the ground motion mea-
sures (as explained in Section 4.1) corresponding to the structural
demand (as explained in Section 4.2). Then, the collapse risk
assessment is performed based on the lognormal approaches
including maximum likelihood estimation and linear regression
(see in Section 4.3) to determine the median and the standard
deviation. Finally, these outputs are obtained and used for devel-
oping the collapse fragility curves.

4.1. Intensity measure (IM) selection

As described above, the PGA, PGV, PGD or Sa are usually chosen
Table 4
Quadratic models for the natural frequencies.

Mode Modal equation

NF1;FB 57þ 0: 66� 10�4 E� 0:013rþ 0:01� 10�4r2

NF1;SS 60þ 0: 69� 10�4 E� 0:013rþ 0:01� 10�4r2



Fig. 4. Response surface plot.

Table 5
The errors of natural frequencies.

Structural responses
(Hz)

Error (%)

NF1;FB NF1;SS NF1;FB NF1;SS

Before Optimizing 14.36 14.64 0.03 0.12
After Optimizing 14.75 15.5 0.00 0.07
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as an intensity measures in seismic fragility analysis in engineering
applications. These IMs have the pros and cons when being applied
to components in nuclear power industry. As mentioned in the
NUREG [32], the response of frequency-sensitive component in the
electric cabinet is an important factor, which should be considered
carefully for evaluating the dynamic characteristics. The PGA is a
good index of peak acceleration in the time history, but it is not
clear how to take the correlation between the input data with the
fragility function for a frequency-sensitive component. Sa would
also be a good index at a period for frequency-sensitive component,
Fig. 5. Framework for collapse risk assessment o
but it may not be practical to estimate the fragility of complex
cabinets. Therefore, the Sa becomes the proposed IM to overcome
the drawbacks. The Sa was first introduced by Cordova et al. [33]
which is defined as geometric mean of two Sa components at
range of the interesting period:

SaðTiÞ ¼
"Yn

i¼1
SaðTiÞ

#1=n
(6)

Where, n is number of periods of interest used for determining
the Sa that frequency range of interest for electric cabinet ranges
from 4 to 16 Hz [32].

The recorded dataset for the collapse risk assessment were
selected from the PEER NGA database [34], including 40 ground
motions with two components in each records, which are listed in
Table 6. These earthquakes were recorded on the soil sites with the
shearwave velocity ðVs;30Þ ranging from360m/s to 760m/swith no
consistent about faulting. These records cover the range of
f cabinet using average spectral acceleration.



Table 6
Details of ground motion selection.

No Earthquake Name Year Magnitude RRUP(km) Vs;30 (m/sec)

1 Helena_ Montana-01 1935 6 2.86 593.35
2 Kern County 1952 7.36 125.59 415.13
3 Southern Calif 1952 6 73.41 493.5
4 Parkfield 1966 6.19 17.64 408.93
5 Borrego Mtn 1968 6.63 207.14 415.13
6 San Fernando 1971 6.61 173.16 360.45
7 Friuli_ Italy-01 1976 6.5 49.38 496.46
8 Tabas_ Iran 1978 7.35 120.81 377.56
9 Imperial Valley-06 1979 6.53 15.19 471.53
10 Mammoth Lakes-01 1980 6.06 6.63 382.12
11 Victoria_ Mexico 1980 6.33 14.37 471.53
12 Irpinia_ Italy-01 1980 6.9 52.94 612.78
13 Irpinia_ Italy-02 1980 6.2 29.86 476.62
14 Corinth_ Greece 1981 6.6 10.27 361.4
15 Coalinga-01 1983 6.36 42.92 522.74
16 Ierissos_ Greece 1983 6.7 65.67 463.92
17 Taiwan SMART1 (25) 1983 6.5 92.04 671.52
18 Borah Peak_ ID-01 1983 6.88 100.22 445.66
19 Morgan Hill 1984 6.19 3.26 488.77
20 Nahanni_ Canada 1985 6.76 9.6 605.04
21 San Fernando 1971 6.61 109.73 443.85
22 Imperial Valley-06 1979 6.53 24.61 362.38
23 New Zealand-02 1987 6.6 16.09 551.3
24 Superstition Hills-02 1987 6.54 5.61 362.38
25 Loma Prieta 1989 6.93 41.88 391.91
26 Loma Prieta 1989 6.93 52.53 517.06
27 Cape Mendocino 1992 7.01 6.96 567.78
28 Landers 1992 7.28 69.21 382.93
29 Northridge-01 1994 6.69 36.77 549.75
30 Northridge-01 1994 6.69 68.93 501.75
31 Northridge-01 1994 6.69 47.98 544.68
32 Duzce_ Turkey 1999 7.14 168.26 399.61
33 Caldiran_ Turkey 1976 7.21 50.82 432.58
34 Hector Mine 1999 7.13 166.11 375.16
35 Hector Mine 1999 7.13 43.05 382.93
36 Hector Mine 1999 7.13 74.92 436.14
37 Montenegro_ Yugoslavia 1979 7.1 66.67 585.04
38 El Mayor-Cucapah_ Mexico 2010 7.2 45.47 523.99
39 Darfield_ New Zealand" 2010 7 124.96 586.28
40 Darfield_ New Zealand 2010 7 102.33 586.28
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magnitude from 6.0 to 7.5 and the closet ruptured distance ðRRUPÞ
ranges from 2.86 to 207.14 km, as illustrated by scatter diagram in
Fig. 6(a). The associated spectral accelerations of record suite are
displayed in Fig. 6(b). In this article, only horizontal excitations are
considered at the base of the cabinet.

4.2. Damage measure (DM) selection

Generally, response of structure can be evaluated by engineering
demand parameters (EDPs), which are useful to predict the damage
Fig. 6. Characteristics of sel
to structural and non-structural components [23]. Although pre-
vious researches have defined various damage levels (DS) and
corresponding quantities to specify them. The damage limit states
in seismic fragility analysis can be employed as maximum
displacement at the peak of the structure ðqmaxÞ [35], the inter-story
drift ratio ðqÞ [36], stress for evaluating the EDPs. Determining these
limit values considering damage measures vary on different
structures, example bridges, wind turbine or nuclear power plant
components.

The U.S. Nuclear Regulatory Commission document entitled
ected ground motions.
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Seismic Fragility Nuclear Power Plant Components (Phase II) [32]
provides probabilistic fragility levels with electrical equipment of
nonstructural components in NPPs by using shaking table tests.
This report has collected existing test data and is applying the
methodology to determine the fragility levels of equipment in
NPPs. The data has been evaluated for four equipment classes,
namely motor control center, switchboard, panel-board and power
supply. Fragility levels have been determined for several failure
modes of electric equipment, and suggested effective engineering
demands (response demands) for the fragility functions such as
acceleration response for cabinet. Based on this guideline, the ac-
celeration response is chosen to be a critical engineering demand
parameter to apply the fragility analysis since it can be determined
analytically with reasonable accuracy. The DS related to the zero
period acceleration at 2% damping and this value is defined when
the zero period acceleration (ZPA) comes to 1.8 g. ZPA is the
response acceleration value when time period of cabinet is zero.
4.3. Seismic fragility analysis

Seismic fragility analysis has been widely used to evaluate
seismic capacities of components in nuclear power plants. Fragility
curves is a statistical tool representing the probability of exceeding
a given DS as a function of an engineering demand parameter that
represents different intensity level [37]. In this study, the lognormal
approach is used as classical approach for developing the fragility
curves and it is expressed in following equation:

Fragility ¼ P½LS<DjIM� (7)

Where, where LS is the limit state or damage level of the electrical
equipment; IM is the earthquake intensity measure.
4.3.1. Maximum likelihood estimation (MLE)
The cumulative distribution of a lognormal function is used to

define a fragility curves. In the present study, the fragility curves are
conducted by a particular DS given the average spectral accelera-
tion, Sa . Thus, the fragility function can be written as follows:

PðDSjSaÞ ¼ F
�
1
b
ln
�
Sa
q

��
(8)

Inwhich P is the probability that a GMwith Sa ¼ xwill cause the
structure to collapse, q and b are the median and the standard
deviation of the intensity measures, respectively; F½:� is the stan-
dard normal cumulative distribution function (CDF). The maximum
likelihood estimation is proposed in the work by Shinozuka et al.
[3]. Assumption that the Saavg ¼ xj for each ground motion is in-
dependent, the likelihood function of the entire data set is taken
from the Bernoulli distribution as follows:

Likelihood ¼
Ym

i¼1

h
P
�
DS

���Sa;i�ipi
h
1� P

�
DS

���Sa;i�i1�pi
(9)

wherem is the number of Sa levels andP denotes the product over
all levels; p depending on the thing that the limit state is exceed or
not, and takes the value 1 or 0, respectively. The fragility function
parameters, q and b, are obtained by maximum the likelihood
function [38].nbq; bbo ¼ arg max

q;b
ðlnðLikelihoodÞÞ (10)
4.3.2. Linear regression (LR)
The probabilistic seismic demand model relates to the structure

response quantity of interest (herein acceleration response) to an
intensity measure of the earthquake motion. Cornell et al. [39]
suggested a seismic demand model using a power function as
described in Eq. (11):

DðSaÞ ¼ a,ðSaÞb,ε (11)

In which, ε is a lognormal random variable with a median of 1
and a logarithmic standard deviation bDjSa ; a and b are model pa-
rameters estimated using a liner regression analysis for the seismic
demand model in the transformed logarithmic space in the
following form:

lnðDðSaÞÞ ¼ lnðaÞ þ b lnðSaÞ þ ε (12)

where lnðDðSaÞÞ is the expected value for the natural logarithm of
DS given Sa. The demandmodel is described as a straight line from a
log-log plot of IM-DM relationship with dispersion of bDjSa
describing the uncertainty in their relationship. Parameter bDjSa is
obtained as logarithmic standard deviation of errors, which
expressed in Eq. (13)

bDjSa ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

ðeiÞ2
.
ðN � 2Þ

vuut (13)

where ei is the residual between the actual value lnðDiÞ and the
value predicted by the linear model. Result in, the fragility function
from Eq. (7) with the median qm ¼ exp½ðlnðDSÞ � lnðaÞÞ=b� is
rewritten as follows:

PðDSjSaÞ ¼ F

24ln
�
Sa
qm

�
b
DjSa
b

35 (14)

5. Analysis results and discussions

Results of the fragility curves for two models of cabinet are
presented and discussed in this section. The procedure is conducted
for two FEM models with different boundary conditions including
(1) the restrained model with fully fixed condition at the base and
(2) the anchoredmodel with the force-deformation relationships to
the floor. The structural model is initially subjected to gravity load
in all cases. Then, nonlinear time history analyses for 40 ground
motions were performed on the cabinets in the two orthogonal
horizontal directions. The acceleration response ðDÞ at the top of
cabinet is measured as a damage measure for assessment of
collapse risk.

5.1. Effects of boundary condition on the behavior of cabinet

Fig. 7 displayed the paired data ðlnSa; lnDÞ and the linear
regression curve for two cabinet models and for the suite of records
in Table 6. The data were partitioned into two parts: (1) blue-point
data represent the structure without collapse and (2) red-point
data describe the collapse of structure. It is obvious to note that
the cloud data (blue-points) are not only covering a range of Sa
value but also providing the total of collapse points in the range of
DS>1:8g. Additionally, the characteristics of the curves in term of
coefficient lnðaÞ, logarithmic slope b and associated dispersion bDjSa
of the regression line from Eq. (12) for structural response are
presented in the figure as well. It is also observed that the b -value



Fig. 7. Scatter plots and regression curves in log-scale.
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of two boundary conditions is similar together (~0.4); whereas, the
b -value for the restrained model (0.42) is smaller than those of the
anchored model. The obtained results indicate that the sensitivity
of boundary condition in the dynamic response of cabinet
strucutre.

Based on the obtained results in Fig. 7, the correlation coefficient
R2 of the fitted linear model is used as a statistical measure for
calculating the strength of the relationship between the relative
movements of the two parameters ðlnSa; lnDÞ. These values are
0.180 and 0.217 for restrained and anchored model, respectively. It
shows that there is a stronger relationship in the anchored model
than those of the restrained model. Furthermore, the acceleration
responses of the anchored model are higher than the respective
responses in restrained model since IM increases; this increase is
accompanied by high values of dispersion, as expected. This is
attributed to rocking behavior observed in the anchored model.
Therefore, it is significant to note that consideration the boundary
condition in cabinet structure is necessary to capture the vulner-
able trend in the performance the electrical equipment.

The residuals that estimates of experimental error obtained by
subtracting the observed responses from the predicted responses
are displayed in order to evaluate the obtained cloud data (Fig. 7).
The histogram and fitted normal distribution of residuals are
showed in Fig. 8, while Fig. 9 illustrates the normal probability
graph created from the same group of residuals used for Fig. 8.
Small departures from the straight line in the normal probability
plot for two models are common. However, the breaks near the
middle of restrained model are also indications of abnormalities in
the residual distribution which is shown clearly in Fig. 8. It is noted
that in both figures, the anchored condition expresses a good linear
fit of respective response with respect to IM in the lognormal scale.
Fig. 8. Histogram and fitted norm
5.2. Comparison of different fragility analysis methods

As described in Section 3, the fragility curves are calculated
using the IDA results, which is mentioned in previous section and
the results are obtained from the dynamic analysis. The accelera-
tion response at the top of structural models are considered at
multiple intensity level. The fragility curves of cabinet for two cases
(restrained and anchored models) are considered and they are
shown in Fig. 10. The corresponding median ðqÞ and dispersion ðbÞ
value of the fragility curve with the MLE and LR approach are
summarized in Table 7. The median value expresses the position,
where the fragility curve reaches the value of 0.5, whereas the
dispersion is a measure of the steepness of the curve. It can be
observed that the curves in the anchored model are close to each
other than that exhibit in the restrained model. The difference
between themedian of the two approaches is more pronounced for
both models. The median value in case of restrained model is
greater than anchored model. For the former case, the value for LR-
based fragility ðq ¼ 1:541Þ is smaller than that of the MLE-based
fragility ðq ¼ 1:861Þ. While for the latter case, the trend of me-
dian is reversed, which can see in Table 7 for this comparison.

One another observation between the obtained curves is the
dispersion value that explain the uncertainty in the structural
behavior. The b value for MLE-based curve in the restrained model
is higher than the LR-based one; however, the trend is reversed for
the anchored model (see in Table 7). The value in LR approach ðb ¼
0:665Þ is found to be greater than MLE approach ðb ¼ 0:546Þ for the
restrained model. On the other hand, b is found to be smaller at LR
approach ðb ¼ 0:582Þ for anchored case.

Based on the obtained results, the curves are found depend on
the method used to estimate the parameters of fragility function.
al distribution of residuals.



Fig. 9. Normal probability plot of residuals of two models.

Fig. 10. Fragility curves.

Table 7
Median and dispersion value of fragility function.

Approach Restrained model Anchored model

q b q b

MLE 1.861 0.546 1.179 0.610
LR 1.541 0.665 1.287 0.582
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Note that in Section 4.3.2, the dispersion value for the fragility curve
is assumed homoscedasticity property. In this study, homoscedas-
ticity describes a situation that the error term (relationship be-
tween the independent variables, IM, and the dependent variable,
DM) is the same across all values of the independent variables.
Obviously, the assumption of normal distribution is not valid, this
explains the different trend of fragility curves in LR approach of two
restrained and anchored models. These findings are compatible
with the fitted normal distribution in Fig. 8. The limitations of the
LR approach have also been presented in the work by Jalayer et al.
[40].

6. Conclusions

The fragility curves using the lognormal approach for electric
cabinet in NPP has been investigated in this study. Two different
fragility analysis methods, namely maximum likelihood estimation
and linear regression, are applied for evaluating the seismic
vulnerability of cabinet. The restrained and anchored models have
been considered to assess the effects of boundary conditions to the
structural response. Numerical models are optimized by using the
system identification technique. These models are analyzed using
nonlinear time history analysis with a set of 40 ground motions.
The acceleration responses are considered as an engineering de-
mand parameter for analyses. Based on the obtained results, the
key conclusions can be drawn as follows:

� This study provides a framework for evaluating the seismic
vulnerability for electric cabinet. This procedure starts from the
generation and optimization of cabinet model. To carry out
fragility analysis, the selection of ground motion dataset is
important and it is relied on structural demands. The fragility
analysis provides a feasible option to understand the dynamic
behavior of cabinet in collapse risk assessment.

� The system identification technique based on the response
surface methodology is applied to validate and calibrate the
numerical model. The reliability of the results is mainly
depended on the accuracy of model simulation. The Young's
modulus and density are significant parameters, which are
selected and used to optimize the model. The characteristic of
the finite element model is also compared with the experi-
mental data and this step is necessary to ensure that the model
is reliable.

� The connection's stiffness at the base leads to the sensitivity of
dynamic characteristics of the cabinet. This work also provides
the expanded understanding about the effects of the support
boundary conditions in structure, which is exhibited by the
seismic response of facilities in nuclear power plant.

� For implementing the collapse risk assessment of the cabinet
with a large number of time history ground motions, the Sa is
evaluated as a suitable intensity measure for engineering de-
mands in the electric equipment.

� The present study uses the lognormal cumulative distribution
function to conduct a fragility analysis. However, the validity of
this approach for the linear regression analysis case still remains
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shortcomings. The fragility curves obtained from anchored
model are found to be closer each other, compared to the
fragility curves for restrained model.
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